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Nominalizations with derivational suffixes can give rise to interpretations as 

eventualities, for example, processes or states, like articulation, levitation. 

Alternatively, nominalizations may also refer to participants in eventualities, like 

employee, nominee.  The derivatives which denote such eventuality-related 

interpretations are clearly semantically related to the eventuality denoted by their base 

word (see, e.g., Barker 1998; Plag et al. 2018; Kawaletz 2021; Schneider 2022). With 

verbs as bases, such eventuality- related nominalizations are straightforward, as verbs 

ontologically denote eventualities themselves. With nouns, on the other hand, 

eventuality-related nominalizations are less straightforward due to their ontology, as 

they standardly refer to entities, not eventualities (see, e.g., Van Valin & LaPolla 2002; 

Haspelmath 2001; Szabó 2015). For nominal bases, more semantic decomposition of 

the base, or inferencing, is needed to identify the relevant eventuality that can be used 

for the interpretation of the nominalization (e.g., Schneider 2022). Examples of 

denominal eventuality-related nominalizations are sedimentation, ozonation, 

biographee, and debtee. The exact nature of the semantics of such denominal 

eventuality-related nominalizations is largely unclear, since the research on 

eventuality-related nominalizations focused almost entirely on those with verbal bases. 

Based on results emerging from studies of eventuality-related nominalizations, 

two hypotheses can be formulated. First, deverbal derivatives and their verbal bases 

should be highly similar in their meaning as they operate on the same eventuality. 

Second, denominal derivatives and their nominal bases, in contrast, should be less 

semantically similar to each other, since the pertinent eventuality is not as easily 

accessible for the word formation process in the first place. These two hypotheses are 

investigated in the present study. 

Distributional semantics has been shown to be a fruitful approach to test 

semantic similarities and dissimilarities of derivatives (see, e.g., Lapesa et al. 2018; 

Wauquier et al. 2018; Huyghe & Wauquier 2020). For the present study, to use such a 

distributional semantic approach, word vectors were computed using fastText 

(Bojanowski et al. 2016; Mikolov et al. 2018).  Vectors of eventuality-related derivatives 

with the suffix -ee and -ation and their pertinent bases were then compared using 
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cosine similarity. As these vectors represent a word’s semantics, these cosine 

similarities, in turn, represent the semantic similarities between words. 

We used the cosine similarities to measure the strength of the semantic relation 

between base and derivative by word class. This strength of relation may, however, 

also be influenced by at least two other factors. First, there is the relative frequency of 

a base and its derivative. Higher relative frequency is said to lead to a better 

segmentability of the resulting derivative (see, e.g., Hay & Baayen 2003). This effect 

should lead to an overall higher similarity of base and derivative because the 

connection of the two words is more clearly identifiable. Second, the polysemy of the 

base word also influences the cosine similarity. Derivatives usually instantiate one 

specific reading of the base word. A multitude of readings of a base word leads to a 

semantic vector for that word that aggregates over all readings. The similarity between 

a highly polysemous base word and its derivative should therefore be smaller than 

between a less polysemous base word and its derivative. 

A multivariate statistical procedure is needed to take all three things into account 

at the same time. As the cosine similarities in this study are distributed over an interval 

between 0 and 1, beta regression is the model of choice. Word class of the base, 

relative frequency, and polysemy of the base showed high correlation coefficients for 

the set of -ation bases and derivatives (|𝑟𝑟ℎ𝑜𝑜| > 0.5). To address this potential 

collinearity problem, we devised a principal component analysis for these three 

variables. (see, e.g., Baayen 2008; Tomaschek et al. 2018). For the set of -ee 

derivatives and their bases, no high correlation coefficients were found. Thus, for -ee, 

the three variables entered the modelling process directly. 

The results show significant differences in cosine similarity for denominal and 

deverbal derivatives and their bases. For derivatives with the suffix -ee, denominal 

derivatives and their nominal bases are significantly more similar to each other than 

deverbal derivatives and their verbal bases are. In contrast, for derivatives with the 

suffix -ation, deverbal derivatives and their verbal bases are more similar to each other 

than denominal derivatives and their nominal bases. Relative frequency decreases the 

cosine similarity of derivatives and bases for both suffixes. This is opposite to the 

prediction. Polysemy of the base decreases the cosine similarity of derivative and 

base, as expected, but only significantly so for nominalizations with the suffix -ation. 

Our results show that eventuality-related nominalizations with the suffix -ation 

show the expected similarities of derivatives and bases: The deverbal derivatives and 

their verbal bases are more similar to each other than the denominal derivatives and 
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their nominal bases.  The nominalizations in -ee did not show the expected 

pattern.   We interpret this difference as emerging from a difference in the semantic 

output category of the suffixes. Derivatives with the suffix -ee create a participant 

reading, and such a reading is ontologically more closely related to nouns (see, e.g., 

Barker 1998; Plag 2004; Bauer et al. 2013; Plag et al. 2018; Schneider 2022). 

Derivatives with -ation, on the other hand, describe mostly processes (see, e.g., Bauer 

et al. 2013; Plag 2018) which are ontologically more related to verbs (see, e.g., Van 

Valin & LaPolla 2002; Haspelmath 2001; Szabó 2015). These findings show that not 

only the type of base influences the semantic similarity of derivatives and bases, but 

the meaning of the morphological category in question itself also plays a role. 
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